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Abstract. Facial highlight removal techniques aim to remove the spec-
ular highlight from facial images, which could improve image quality and
facilitate tasks, e.g., face recognition and reconstruction. However, pre-
vious learning-based techniques often fail on the in-the-wild images, as
their models are often trained on paired synthetic or laboratory images
due to the requirement on paired training data (images with and without
highlight). In contrast to these methods, we propose a highlight removal
network, which is pre-trained on a synthetic dataset but finetuned on
the unpaired in-the-wild images. To achieve this, we propose a highlight
mask guidance training technique, which enables Generative Adversarial
Networks (GANs) to utilize in-the-wild images in training a highlight
removal network. We have an observation that although almost all in-
the-wild images contain some highlights on some regions, small patches
without highlight can still provide useful information to guide the high-
light removal procedure. This motivates us to train a region-based dis-
criminator to distinguish highlight and non-highlight for a facial image
and use it to finetune the generator. From the experiments, our tech-
nique achieves high-quality results compared with the state-of-the-art
highlight removal techniques, especially on the in-the-wild images.
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1 Introduction

Highlights always lead to deviations from skin colors in facial images, which
causes problems in many tasks including face recognition and reconstruction.
However, capturing specular-free images in the wild is almost impossible, as
these images require special equipments such as polarizing filters or Light Stage
[3], which can only be aquired in a laboratory environment. Hence, portrait
highlight removal techniques are necessary to facilitate consumer-level access to
specular-free in-the-wild facial images. Traditional methods on highlight removal
[31, 30] usually require strict assumptions on lighting conditions. However, facial
images are normally captured in natural environments and thus the violations of
the assumptions lead to obvious artifacts in the results. [17] develops a portrait



2 Zhibo Wang et al.

highlight removal method by using some weak lighting assumptions and achieves
state-of-the-art results by a complicated model of facial skins. However, it is
time-consuming to solve the non-linear optimization of their facial skin model.

Recently, more efficient methods based on deep neural networks [32, 34] have
been proposed to remove highlight from facial images. As they require paired
images (images with and without highlight) for training, they both construct a
synthetic dataset to pre-train their network in a supervised manner. To make
the models more applicable to real images, [32] finetunes their network on real
images, constrained by the low-rank property of diffuse components. However,
this property does not hold for facial images due to the complexity of facial
reflectance, which limits the diversity of their output diffuse colors. [34] further
captures 150 paired real images under laboratory environment for network fine-
tuning and achieves good performance on their laboratory testing images. Due
to the limitations of their real training samples, their methods do not work well
on the in-the-wild images.

In this paper, we propose a facial highlight removal method based on the Gen-
erative Adversarial Network (GAN) [6]. We first pre-train the generator using a
high-quality synthetic dataset from [29]. Then, we develop a highlight mask guid-
ance training technique to utilize in-the-wild facial images in the GAN training.
As trained with real in-the-wild facial images, our method can generate convinc-
ing results on these inputs. However, adopting traditional GAN in the highlight
removal cannot directly utilize in-the-wild images, as it requires real and fake
image samples: one with highlight and one without highlight. Therefore, directly
introducing GAN is hindered by the difficulty in capturing highlight-free in-the-
wild images. In this paper, we have an observation that for a daily-recorded facial
image, there are always some local regions without highlight. These regions can
be indicated by a highlight mask and used for training a discriminator. When the
discriminator learns the prior knowledge from the non-highlight facial regions,
it lets the generator generate photo-realistic non-highlight facial regions. To ex-
tract these highlight masks, we use a traditional highlight extraction method
[31]. We observe that although [31] may generate artifacts for facial highlight
removal, its extracted highlight shares a strong correlation with the real high-
light distribution as shown in Figure 2. We use a tactful strategy to convert the
extracted highlight to highlight mask.

Our method is evaluated through extensive experiments. We evaluate the
highlight mask guidance training technique with comprehensive ablation studies.
We compare our methods with state-of-the-art techniques both qualitatively and
quantitatively. To validate the effectiveness of our method, we present a large
amount of highlight removal results on the in-the-wild images.

2 Related Work

2.1 Highlight Removal

There are many previous works about separating highlights from the input im-
age. Early methods [1, 13] rely on color segmentation. However, algorithms based
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on color segmentation cannot handle complicate textured images. Based on the
observation that highlight pixels contain useful information, [20] proposes to
combine illumination-based constraints and image inpainting to remove high-
lights. [11] uses the dark channel prior to generate a specular-free image. [31]
proposes a real-time highlight removal method based on bilateral filtering.

When the above methods are applied to face images, they usually generate
obvious artifacts or lose the photo-realism. The reason is that they are not
designed for face images and utilize some assumptions which do not work on
highlights on faces. [17] proposes a method based on a skin model of human faces,
which achieves the state-of-the-art highlight removal effect for facial images.
However, it is time-consuming to solve the optimization. [32, 34] speed up facial
highlight removal techniques based on deep neural networks. They both use
synthetic images to pre-train their networks. [32] uses a low-rank assumption
[7] when finetuning their network on real images but this assumption does not
hold well on facial images. [34] introduces GAN into highlight removal methods.
However, as they require paired training data, the real images used in their
training are captured in a laboratory environment with limited numbers and
lighting conditions.

Our method takes one step further. With a highlight mask guidance, our
method facilitates the usage of in-the-wild images in the GAN training. Thus,
our network can be trained with images captured under much more varieties of
environments and lightings.

2.2 Generative Adversarial Networks

Generative models have always been an important topic in the field of com-
puter vision. In recent years, more and more studies on deep neural networks
show their potential in image generation [5, 12]. Generative adversarial networks
[6] is an important method to train a certain generative model. The adversar-
ial training between the generator and the discriminator enables the generator
to output photo-realistic images [4, 22]. An important application of GANs is
image-to-image translation [8, 27]. It can be applied to a variety of tasks such
as super-resolution [15] and style transfer [9]. Instead of directly generating im-
ages, [25, 14] generate the corresponding residual image between the input and
output. Residual learning helps to stabilize the training process. We also adopt
the residual learning inspired by these pioneering works.

Specialized in face image processing, [19] uses conditional GAN [18] to con-
trol the attributes of the faces in output images. MaskGAN [16] provides more
freedom in facial image manipulation. StyleGAN [10] can synthesize high reso-
lution photorealistic facial images. [34] also uses GAN in the task of highlight
removal. Indicated by CycleGAN like methods [8, 33], GANs have the potential
to be trained using unpaired images. To the best of our knowledge, training GAN
using unparied images has never been explored in the field of highlight removal.
The proposed method fills the gap in this field and achieves visually pleasing
results.
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Fig. 1. The overall architecture of our method. Our network has a generator G and a
discriminator D. The generator is first pre-trained on a synthetic dataset and finetuned
on the in-the-wild images using our highlight mask guided training technique. We use
the highlight mask extraction module to generate binary highlight masks. A Leaky
ReLU layer is added at the end of the generator to encourage positive outputs.

2.3 Face Color Transfer

Highlights have always been a limitation in the field of face color transfer. In
[23], quotient image technique is proposed to change the lightings in facial im-
ages. Using this technique, the lightings of the input images can be changed by
multiplying the ratio of two reference images captured under the target lighting
and the source lighting. 3D reconstruction can also be used to edit the lighting in
the facial images. This method uses a three-dimensional face morphable model
[2] to fit the face geometry in the input image and estimate the albedo of faces
and environment lighting and output a relighted facial image by re-rendering
the facial image under the target lighting. However, the spherical harmonic light
model [21] and the Lambertian surface assumption make it impossible to re-
cover albedo under extreme lighting such as highlights. To further handle this
problem, [28] unless a Markov random field to model face texture. Mass trans-
port approaches are also used to transfer color from a reference facial image to
the target one. Using mass transport, [26] remaps the color of the input image
according to the facial geometry. By constructing a synthetic face dataset with
multiple reflectance channels, [29] generates convincing specular and shadow of
target lightings.

3 Our Method

In this section, we will present the details of our technique. The pipeline of our
method is illustrated in Figure 1, we use a Highlight Mask Extraction module
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to extract the highlight masks as guidance for GAN training. We first assume
the highlight masks as existing values and introduce the highlight mask guided
GAN in Section 3.1. Then, we introduce Highlight Mask Extraction module in
Section 3.2. Our implementation details are given in Section 3.3.

3.1 Highlight Mask Guided GAN

Given an input facial image I, facial highlight removal aims to change the pixel
values of the facial highlight regions to show the original skin colors while pre-
serving the values of other pixels. As shown in Figure 1, we propose a highlight
removal architecture using generative adversarial networks. The generator G out-
puts the residual between the input image I and the estimated highlight removal
result Îd:

Îd = I − G(I). (1)

The generator G is composed of an encoder-decoder architecture. Considering
that highlight components in an image will always have positive values, we add
a leaky rectified linear unit (Leaky ReLU) activation function in the last layer
of G.

For the discriminator, directly using traditional GAN methods in highlight
removal requires the discriminator to tell whether the input image contains or
does not contain highlights. However, we observe that a whole face region with-
out any highlights is difficult to capture in a non-laboratory environment, so
it is difficult to collect enough positive samples to train a discriminator that
can determine whether an input facial image contains highlights or not. To em-
power the GAN training in highlight removal with in-the-wild images, we design
our network architecture based on the following consideration. As most natu-
ral facial images contain both highlight and highlight-free regions, we can train
a region-based discriminator D which outputs a low-resolution highlight mask
ML to indicate highlight and highlight-free regions. To be noted, we call the
low-resolution highlight mask “highlight label map” to distinguish it from the
original highlight mask MH . By minimizing the size of the highlight regions
obtained by the discriminator, the generator could be trained to perform the
highlight removal task.

We also adopt the two-stage training strategy from [7, 3]. Before trained
on real images with highlight mask guidance, the network is pre-trained in a
supervised manner on a synthetic dataset [29], which contains about 270,000
paired images with and without highlight.

Supervised Loss Given a synthetic image Is and its corresponding image
without highlight Isd , the estimated Îsd should be similar to Isd . We directly employ
L1 loss as follows,

Lsup = ‖Îsd − Isd‖1. (2)
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Weighted-L1 Loss When trained on real images Ir, we use a weighted-L1 loss
to constrain the highlight removal results Îrd should have the same content as
Ir. As highlights have different intensities in Ir, the intensity of each pixel in
the residual G(Ir) should varies with facial regions. Therefore, for non-highlight
regions, large weights are applied. For highlight regions, we use small weights
for highlight regions. With the highlight mask indicating highlight regions, the
weighted-L1 loss are defined as follows,

LwL1 = λH‖MH � (Îrd − Ir)‖+ λNH‖(1−MH)� (Îrd − Ir)‖, (3)

where � represent the element-wise multiplication operator.

Adversarial Loss We apply the different adversarial loss in training G and D,

Ladv = LG + LD, (4)

where LG is for training the generator G and LD is for training the discrimi-
nator D. As the non-highlight regions change little after the highlight removal,
the discriminator should recognize these regions as real samples before and after
the highlight removal. For highlight regions, the discriminator should not only
distinguish them in the input image but also recognize the fake non-highlight
regions generated by the generator. Therefore, the highlight regions should al-
ways be treated as fake samples. When training the generator, we require that
the highlight removal result Îrd can fake the discriminator over all facial regions.
We define the adversarial loss functions as follows,

LD = BCE(D(Ir),ML) + BCE(D(Îrd),ML), (5)

LG = BCE(D(Îr),0), (6)

where BCE represent the Binary Cross Entropy loss and 0 represent a map filled
with 0 with the same size as the highlight label map ML. Here, 0 represent real
while 1 represents fake.

Overall, our total loss function is expressed as,

L = λsupLsup + LwL1
+ Ladv. (7)

3.2 Highlight Mask Extraction

In this subsection, we detail how we extract the highlight mask of a given input
image. Although previous methods [31] fail to remove highlight from facial im-
ages, their extracted highlights can still represent an approximate distribution
of highlights. As shown in Figure 1, 2, we first estimate the specular compo-
nent from the input facial using [31]. Then, we use a threshold t to convert the
estimated specular into a binary highlight mask MH . As for the low-resolution
highlight label map ML, it is converted from the highlight mask MH using a
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Fig. 2. The intermediate results and the final output of the highlight mask extraction
module. The center point (indicated by the red points) of the reception field of the
max pooling layer M is set to be the same as that of the discriminator D. Besides, ML

and D have the same size.

max pooling layer M. To be noticed, although the reception field of the max
pooling layer M is smaller than that of the discriminator D, the center points
of bothM and D are set to be the same. This can make the highlight label map
has the same size as the output of D. We apply the highlight mask extraction on
real images from the FFHQ dataset [10] and use them in the finetuning stage.

3.3 Implementation Details

To train our highlight removal network, we use a two-stage training strategy. In
the pre-training stage, we set the learning rate to 0.002 only with the supervised
loss on the synthetic dataset. Then, in the finetuning stage, the learning rate is
decreased to 0.0002 with our total loss function L. Our model is implemented
in Pytorch and trained using one NVIDIA GTX 1080Ti GPU for 20 hours. We
set the threshold t in the highlight mask extraction module to 0.02, λsup to 10,
λH to 10 and λL to 0.1. In the max pooling layer L, we set its kernel size to 6,
stride to 2 and padding size to 0. The average running time is about 8ms during
testing with a 512× 512 input image.

4 Experiments

In this section, we will first evaluate the key contributions of our proposed
method. Then, we compare our method with the state-of-the-art highlight re-
moval methods qualitatively and quantitatively. Especially, we present the com-
parisons on the photorealistic in-the-wild images generated by StyleGAN [10] to
show that our method can improve the performance on the in-the-wild images.
For quantitative experiments, as most previous methods do not release their
codes or models and highlight-free images are difficult to capture, we perform
the experiments based on the results reported in their paper.

4.1 Ablation Study

To illustrate the effectiveness of our highlight mask guided training strategy, we
present the results of different setups. The baseline method is trained only with
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(a) Input (b) Lsup (c) Lsup + GAN (d) Final method

Fig. 3. Qualitative evaluation of the proposed highlight masked guided GAN training
on in-the-wild images. (b) shows the results of a highlight removal network only trained
with supervised loss Lsup. (c) represents the incorporation of traditional GAN training.
(d) indicates our final method.

the supervised loss Lsup. Then, we add a traditional adversarial loss, in which
the discriminator distinguishes whether its input image is in the real image
distribution or generated by the generator. We compare these two methods with
our final method.

We present some qualitative comparisons in Figure 3. The results in Fig-
ure 3(c) demonstrate that directly implementing traditional GAN training in
the highlight removal task will lead to meaningless results. Since the synthetic
dataset [29] cannot explicitly model the eyes in their data synthesis, the network
trained only with the supervised synthetic data fail to handle the highlights
in the eyes as shown in the first row in Figure 3(b). Besides, when highlight
leads to information loss in the input, the highlight masked guided GAN train-
ing enables the network to recover the missing content and generating visually
pleasing results. However, only using the supervised loss Lsup itself will lead to
color deviation or unresolved highlight as shown in Figure 3(b). These compar-
isons manifest that with the help of the highlight masked guided GAN training,
we improve the highlight removal effect of our method.

4.2 Comparisons with Previous Techniques

To demonstrate the effect of the proposed method, we present both quantitative
and qualitative comparisons with previous highlight removal techniques. The
compared methods include some traditional general highlight removal methods
[31, 24] and highlight removal methods designed for facial highlight removal [17,
32].

For quantitative experiments, since [17, 32] do not release their codes, we di-
rectly compare our methods with previous techniques based on laboratory images
presented in [32]. To be noted, the RMSE and SSIM metrics differ from those
reported in [32] as we crop the image for better visualization and recompute
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Fig. 4. Quantitative evaluation comparisons with the state-of-the-art on laboratory
images. We compare our methods (c) with general highlight removal methods (f) [31]
and (g) [24], and facial highlight removal techniques (d) [32] and (e) [17]. The perfor-
mance is measured by RMSE (upper right) and SSIM (lower right). As the codes of
[32, 17] are not released, the input, ground truth and the results of these methods are
from the paper of [32] for comparison convenience.

(a) Input (b) Ours (c) [32] (d) [17] (e) [31] (f) [24]

Fig. 5. Qualitative evaluation comparisons with the state-of-the-art on in-the-wild im-
ages. As our network is trained with highlight mask guided GAN on the in-the-wild
images, our results outperforms all the state-of-the-art methods on the in-the-wild im-
ages.

these metrics between all the results and the ground truth for a fair comparison.
The results are shown in Figure 4. As we can see, our method achieves better
performance compared to [31, 24, 17]. When compared to [32], our method gen-
erates comparable result in the first row of Figure 4. Although the metrics in the
second row are not as good as [32], our method still generates visually pleasing
results.

The above quantitative experiments are performed on laboratory images
while our method mainly focuses on the in-the-wild images. Therefore, we further
make comparisons based on the in-the-wild images from [32] to demonstrate the
advantages of our methods. As shown in Figure 5, our method generates more
visually pleasing results compared to all the state-of-the-art methods. Although
[32] works well on the laboratory images, it fails to handle the highlight around
the nose and the mouth region in these in-the-wild images. Benefitting from our
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Fig. 6. Limitations of our methods. Although our method works well on facial regions,
white hair and white clothes might be recognized as highlight by our network.

proposed highlight mask guided training technique, our method is still robust
on these inputs and generates convincing results.

4.3 More Results

We also provide more highlight removal results in our supplemental material to
demonstrate the robustness of our method. In these results, we can see that our
method can handle in-the-wild images with different races, genders, ages, and
input lightings.

4.4 Limitations

Our method improves the highlight removal effect on the facial regions, especially
on the in-the-wild images. However, as the highlight mask extraction module is
designed for facial regions, other white objects in an image might be recognized
as highlight. This will lead to color deviation in these regions. As shown in Figure
6, white hair and the white collar turn yellow after the highlight removal. If we
add extra image parsing information in the training, we believe our method can
achieve more visually pleasing results.

5 Conclusions

In this paper, we proposed a highlight removal method based on generative
adversarial networks. Our method achieves high-quality results in facial highlight
removal compared with the state-of-the-art, especially on the in-the-wild images.
To avoid the lack of images that have no highlights, with the proposed highlight
mask guided GAN training technique, our network is finetuned on the unpaired
in-the-wild images. Experiments on laboratory images and in-the-wild images
validate the effectiveness of our method. We hope the proposed approach can
inspire future works on related problems.
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